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Abstract: Recent perturbative studies show that in 4d non-commutative spaces, the trivial (classically stable) vacuum of gauge theories becomes unstable at the quantum level, unless one introduces sufficiently many fermionic degrees of freedom. This is due to a negative IR-singular term in the one-loop effective potential, which appears as a result of the UV/IR mixing. We study such a system non-perturbatively in the case of pure $\mathrm{U}(1)$ gauge theory in four dimensions, where two directions are non-commutative. Monte Carlo simulations are performed after mapping the regularized theory onto a $\mathrm{U}(N)$ lattice gauge theory in $d=2$. At intermediate coupling strength, we find a phase in which open Wilson lines acquire non-zero vacuum expectation values, which implies the spontaneous breakdown of translational invariance. In this phase, various physical quantities obey clear scaling behaviors in the continuum limit with a fixed non-commutativity parameter $\theta$, which provides evidence for a possible continuum theory. The extent of the dynamically generated space in the non-commutative directions becomes finite in the above limit, and its dependence on $\theta$ is evaluated explicitly. We also study the dispersion relation. In the weak coupling symmetric phase, it involves a negative IR-singular term, which is responsible for the observed phase transition. In the broken phase, it reveals the existence of the Nambu-Goldstone mode associated with the spontaneous symmetry breaking.
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## 1. Introduction

Non-commutative (NC) geometry [1], []] has been studied extensively as a modification of our notion of space-time at short distances, possibly due to effects of quantum gravity [3]. It has recently attracted much attention since gauge theories on a NC geometry have been shown to appear as a low energy limit of string theories with a background tensor field [4]. At the classical level, introducing non-commutativity to the space-time coordinates modifies the ultraviolet dynamics of field theories (the interaction becomes non-local at the scale of non-commutativity), but not the infrared properties. The latter changes at the quantum level, however, due to the so-called UV/IR mixing effect [5]. As a consequence, one cannot retrieve the corresponding commutative theory by sending the non-commutativity parameter to zero in general.

The UV/IR mixing poses a severe problem in the renormalization procedure within perturbation theory since a new type of IR divergences, in addition to the usual UV divergences [6], appears in non-planar diagrams [5]. The finite lattice formulation (7] based on twisted reduced models [8] and their new interpretation [9] in the context of NC geometry, regularizes such divergences - not only the ordinary UV divergences but also the novel IR divergences. It therefore provides a non-perturbative framework to establish the existence of a consistent field theory on a NC geometry. In ref. [10] a simple field theory, 2d $\mathrm{U}(1)$ gauge theory on a NC plane ${ }^{1}$, has been studied by Monte Carlo simulation, and the existence of a finite continuum limit has been confirmed. The ultraviolet dynamics is described by the commutative $2 \mathrm{~d} \mathrm{U}(\infty)$ gauge theory. On the other hand, the infrared dynamics would be described by the commutative $2 \mathrm{~d} \mathrm{U}(1)$ theory, were it not for the UV/IR mixing effects. The "dynamical Aharonov-Bohm effect" observed in this regime clearly demonstrates the non-equivalence to the commutative $2 \mathrm{~d} \mathrm{U}(1)$ theory.

As an interesting physical consequence of the UV/IR mixing in the case of scalar field theory, ref. [13] predicted the existence of a "striped phase", in which non-zero Fourier modes of the scalar field acquire a vacuum expectation value and break the translational invariance spontaneously. This prediction, which was based on a self-consistent HartreeFock approximation, was supported later by another study using an effective action 14, and discussed also in the framework of a renormalization group analysis in $4-\varepsilon$ dimensions [15]. Finally, the existence of this new phase was fully established by Monte Carlo simulations [16-20]. In ref. 19], in particular, the explicit results for the phase diagram and the dispersion relation were presented in $d=3$. The dispersion relation in the disordered phase shows a positive IR singularity due to the UV/IR mixing, which shifts the energy minimum to a non-vanishing momentum. As one changes the mass parameter in the action, the mode at the energy minimum condenses, which yields the corresponding stripe pattern. The existence of a sensible continuum limit is suggested by the scaling of various physical quantities. In particular the average width of the stripes stabilizes at a finite value in the continuum limit. In even dimensions with the non-commutativity tensor of maximal rank, the emergence of the striped phase can also be conjectured from the eigenvalue distribution of the matrix, which represents the scalar field in NC geometry [18, 21].

In the case of $4 \mathrm{~d} \mathrm{U}(1) \mathrm{NC}$ gauge theories, the IR singularity occurs in the one-loop calculation of the vacuum polarization tensor [22]. This changes the dispersion relation of photons at low momenta [23]. In fact the IR singularity in the dispersion relation occurs with an overall negative sign [24-26] unless one introduces sufficiently many fermionic degrees of freedom. It turns out that the manifestly gauge invariant effective action, which is derived from field theoretical calculations as well as from string theoretical calculations [27, 28, involves the open Wilson line operators (29], which implies that the IR singularity is associated with their condensation. This causes the spontaneous breakdown of translational invariance since the open Wilson lines carry specific non-zero momenta dictated by the

[^0]star-gauge invariance [29]. In the case of a finite NC torus, the same phenomenon has been understood [30] from its Morita dual commutative $\operatorname{SU}(N)$ gauge theory with twisted boundary conditions ${ }^{2}$.

We should note, however, that these perturbative analyses merely imply that the perturbative vacuum of 4 d NC gauge theory has tachyonic instability, but they do not exclude the possibility that the system eventually finds a stable vacuum. (An analogous scenario known as the "tachyon condensation" has been proposed in the open string field theory [31] ${ }^{3}$.) In order to investigate this issue, we definitely need to employ a non-perturbative framework.

In the current work, the lattice formulation [] is particularly important since it allows us to study the model from first principles by Monte Carlo simulation. We study pure $\mathrm{U}(1)$ gauge theory in four dimensions, where two directions are non-commutative, and we find a phase in which open Wilson lines acquire non-zero vacuum expectation values. In fact this phase extends towards weak coupling as the system size is increased, and it turns out that we always end up in this phase in the continuum and infinite-volume limits with a fixed non-commutativity parameter. This is consistent with the prediction from the oneloop calculations. We observe, however, that various physical quantities obey clear scaling behaviors in the above limit, which provides evidence for a possible continuum theory. We also study the dispersion relation. In the weak coupling symmetric phase, it involves a negative IR-singular term, which makes the energy vanish at a non-zero momentum as one approaches the critical point. In the broken phase, although the momentum components in the NC directions are no longer conserved, we can still study the relation between the energy and the momentum in the commutative direction. This reveals the existence of the Nambu-Goldstone mode associated with the spontaneous symmetry breakdown.

This paper is organized as follows. In section 2 we define a gauge theory in 4 dNC space, and we briefly review the results obtained by perturbative calculations. In section 3 we introduce the lattice formulation and discuss how to take the continuum limit. In section $⿴^{\square}$ we present the phase diagram of the lattice model. In section 国we investigate the existence of a sensible continuum limit. In section ${ }^{6}$ we study how the space in the NC directions looks like in the broken phase. In section 7 we study the dispersion relation in each phase to gain deeper understanding of the observed phase transition and the continuum limit. Section is devoted to a summary and discussions. In the appendix we explain the $^{2}$ algorithm used for our Monte Carlo simulations. Some preliminary results of this work have been presented in proceeding contributions (34].

## 2. Tachyonic instability in perturbation theory

NC geometry is characterized by the following commutation relation among the space-time

[^1]coordinates
\[

$$
\begin{equation*}
\left[\hat{x}_{\mu}, \hat{x}_{\nu}\right]=i \Theta_{\mu \nu}, \tag{2.1}
\end{equation*}
$$

\]

where $\Theta_{\mu \nu}$ is the non-commutativity tensor. Here we consider the 4 d Euclidean space-time $\hat{x}_{\mu}(\mu=1, \cdots, 4)$ with the non-commutativity introduced only in the $\mu=1,2$ directions, i.e.,

$$
\begin{align*}
& \Theta_{12}=-\Theta_{21}=\theta, \\
& \Theta_{\mu \nu}=0 \quad \text { otherwise } . \tag{2.2}
\end{align*}
$$

Since we have two commutative directions, we may regard one of them as the Euclidean time. This allows us to alleviate the well-known problems concerning causality and unitarity [35, 36]. Moreover, it also enables us to define the dispersion relation as a useful probe to study the system [19].

Pure $\mathrm{U}(1)$ gauge theory in this NC space can be formulated in the path integral formalism by the gauge action

$$
\begin{align*}
S & =\frac{1}{4} \int d^{4} x F_{\mu \nu}(x) \star F_{\mu \nu}(x), \\
F_{\mu \nu} & =\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i g\left(A_{\mu} \star A_{\nu}-A_{\nu} \star A_{\mu}\right), \tag{2.3}
\end{align*}
$$

where the space-time coordinates $x_{\mu}$ are c-numbers as in ordinary field theories, but the non-commutativity is now encoded in the star product

$$
\begin{equation*}
f(x) \star g(x)=\left.\exp \left(\frac{i}{2} \Theta_{\mu \nu} \frac{\partial}{\partial x_{\mu}} \frac{\partial}{\partial y_{\nu}}\right) f(x) g(y)\right|_{x=y} . \tag{2.4}
\end{equation*}
$$

The action in eq. (2.3) is invariant under a star-gauge transformation

$$
\begin{equation*}
A_{\mu} \mapsto A_{\mu}+\partial_{\mu} \Lambda+i g\left[A_{\mu}, \Lambda\right]_{\star}, \tag{2.5}
\end{equation*}
$$

where the star-commutator is defined by $[f, g]_{\star} \equiv f \star g-g \star f$. Note that non-linear terms appear in the field strength tensor in eq. (2.3) due to the NC geometry, although we are dealing with a gauge group of rank 1 . As a result, the theory shares such properties ${ }^{4}$ as a negative beta function [22, 25] with non-Abelian (rather than Abelian) gauge theories in the commutative space.

This model has been studied extensively in perturbation theory. In particular the result that is most relevant for us is the one-loop effective action for the gauge field, which involves the quadratic term 22-26]

$$
\begin{align*}
\Gamma_{1-\text { loop }} & =\frac{g^{2}}{\pi^{2}} \int \frac{d^{4} p}{(2 \pi)^{4}} A_{\mu}(p) A_{\nu}(-p) \frac{\tilde{p}_{\mu} \tilde{p}_{\nu}}{|\tilde{p}|^{4}}+\cdots,  \tag{2.6}\\
\text { where } \quad \tilde{p}_{\mu} & =\Theta_{\mu \nu} p_{\nu} .
\end{align*}
$$

This term emerges from the non-planar diagrams and represents an effect of UV/IR mixing. Since the effective potential, which is minus the effective action according to the adopted

[^2]convention, involves a negative quadratic term, we find that the low momentum modes of the gauge field cause a tachyonic instability.

In fact the quadratic term in (2.6) is invariant under the star-gauge transformation (2.5) only at the leading order in $A_{\mu}$. In order to obtain a fully gauge invariant effective action, one needs to include terms at higher orders in $A_{\mu}$ as in the supersymmetric case [38]. The term in the gauge-invariant effective action which is most singular at small $p$ is given by $\left[27,[28]^{5}\right.$

$$
\begin{equation*}
\Gamma_{1-\text { loop }}=\frac{1}{\pi^{2}} \int \frac{d^{4} p}{(2 \pi)^{4}} W(p) W(-p) \frac{1}{|\tilde{p}|^{4}} . \tag{2.7}
\end{equation*}
$$

The open Wilson line $W(p)$, which appears here, is a manifestly star-gauge invariant operator defined as [29]

$$
\begin{equation*}
W(p)=\int d^{d} x \mathrm{e}^{i p \cdot x} \mathcal{P} \exp _{\star}\left(i g \int_{x}^{x+\tilde{p}} A_{\mu}(\xi) d \xi_{\mu}\right) \tag{2.8}
\end{equation*}
$$

where $\mathcal{P} \exp$ represents the path-ordered exponential, and the path for the line integral over $\xi$ is taken to be a straight line connecting $x$ and $x+\tilde{p}$. Expanding (2.7) in terms of $A_{\mu}$, one obtains (2.6) at the leading order, up to an irrelevant constant term. The result (2.7) implies that the instability is associated with the condensation of open Wilson lines $W(p)$ with small $p$. Since the open Wilson line $W(p)$ carries non-zero momentum, its condensation causes the spontaneous breakdown of translational symmetry.

From the perturbative analysis alone, one cannot tell whether the theory possesses a stable non-perturbative vacuum after the condensation of open Wilson lines. To answer this question and to study the nature of the theory at the stable vacuum, if it exists, we definitely need a fully non-perturbative approach.

## 3. The lattice model and its continuum limit

### 3.1 Lattice regularization of NC gauge theory

The lattice regularized version of the theory (2.3) can be defined by an analog of Wilson's plaquette action (7)

$$
\begin{equation*}
S=-\beta \sum_{x} \sum_{\mu<\nu} U_{\mu}(x) \star U_{\nu}(x+a \hat{\mu}) \star U_{\mu}(x+a \hat{\nu})^{*} \star U_{\nu}(x)^{*}+\text { c.c. }, \tag{3.1}
\end{equation*}
$$

where the symbol $\hat{\mu}$ represents a unit vector in the $\mu$-direction and we have introduced the lattice spacing $a$. The link variables $U_{\mu}(x)(\mu=1, \cdots, 4)$ are complex fields on the lattice satisfying the star-unitarity condition

$$
\begin{equation*}
U_{\mu}(x) \star U_{\mu}(x)^{*}=U_{\mu}(x)^{*} \star U_{\mu}(x)=1 \tag{3.2}
\end{equation*}
$$

The star product on the lattice can be obtained by rewriting (2.4) in terms of Fourier modes and restricting the momenta to the Brillouin zone. The action (3.1) is invariant

[^3]under a star-gauge transformation
\[

$$
\begin{equation*}
U_{\mu}(x) \mapsto g(x) \star U_{\mu}(x) \star g(x+a \hat{\mu})^{*}, \tag{3.3}
\end{equation*}
$$

\]

where also $g(x)$ obeys the star-unitarity condition

$$
\begin{equation*}
g(x) \star g(x)^{*}=g(x)^{*} \star g(x)=1 . \tag{3.4}
\end{equation*}
$$

As in the commutative space, one obtains the continuum action (2.3) from (3.1) in the $a \rightarrow 0$ limit with the identification $\beta=\frac{1}{2 g^{2}}$ and

$$
\begin{equation*}
U_{\mu}(x)=\mathcal{P} \exp _{\star}\left(i g \int_{x}^{x+a \hat{\mu}} A_{\mu}(\xi) d \xi_{\mu}\right) . \tag{3.5}
\end{equation*}
$$

In order to study the lattice NC theory (3.1) by Monte Carlo simulations, it is crucial to reformulate it in terms of matrices [7]. In the present setup (2.2), with two NC directions and two commutative ones, the transcription applies only to the NC directions, and the commutative directions remain untouched. Let us decompose the four-dimensional coordinate as $x \equiv(y, z)$, where

$$
\begin{equation*}
y \equiv\left(x_{1}, x_{2}\right) \quad \text { and } \quad z \equiv\left(x_{3}, x_{4}\right) \tag{3.6}
\end{equation*}
$$

represent two-dimensional coordinates in the NC and in the commutative plane, respectively. We use a one-to-one map between a field $\varphi(x)$ on the four-dimensional $N \times N \times L \times L$ lattice and a $N \times N$ matrix field $\hat{\varphi}(z)$ on a two-dimensional $L \times L$ lattice. This map yields the following correspondence

$$
\begin{align*}
\varphi_{1}(y, z) \star \varphi_{2}(y, z) & \Longleftrightarrow \hat{\varphi}_{1}(z) \hat{\varphi}_{2}(z),  \tag{3.7}\\
\varphi(y+a \hat{\mu}, z) & \Longleftrightarrow \Gamma_{\mu} \hat{\varphi}(z) \Gamma_{\mu}^{\dagger},  \tag{3.8}\\
\frac{1}{N^{2}} \sum_{y} \varphi(y, z) & \Longleftrightarrow \frac{1}{N} \operatorname{tr} \hat{\varphi}(z) . \tag{3.9}
\end{align*}
$$

The $\operatorname{SU}(N)$ matrices $\Gamma_{\mu}(\mu=1,2)$, which represent a shift in a NC direction, satisfy the 't Hooft-Weyl algebra

$$
\begin{align*}
\Gamma_{1} \Gamma_{2} & =\mathcal{Z}_{12} \Gamma_{2} \Gamma_{1}  \tag{3.10}\\
\mathcal{Z}_{12} & =\mathcal{Z}_{21}^{*}=\exp \left(\pi i \frac{N+1}{N}\right), \tag{3.11}
\end{align*}
$$

with the matrix size $N$ being an odd integer. For this particular construction (40, 10, 19], which we are going to use throughout this paper, it turns out that the non-commutativity parameter $\theta$ in (2.2) is given by

$$
\begin{equation*}
\theta=\frac{1}{\pi} N a^{2} . \tag{3.12}
\end{equation*}
$$

Note that the extent in the NC directions $N a$ goes to infinity in the continuum limit $a \rightarrow 0$ at fixed $\theta$.

Using this map, the link variables $U_{\mu}(x)$ are mapped to a $N \times N$ matrix field $\hat{U}_{\mu}(z)$ on the two-dimensional $L \times L$ lattice, and the star-unitarity condition (3.2) simply requires $\hat{U}_{\mu}(z)$ to be unitary. The action (3.1) can be rewritten in terms of the unitary matrix field $\hat{U}_{\mu}(z)$ in a straightforward manner. By performing a field redefinition

$$
V_{\mu}(z) \equiv \begin{cases}\hat{U}_{\mu}(z) \Gamma_{\mu} & \text { for } \mu=1,2  \tag{3.13}\\ \hat{U}_{\mu}(z) & \text { for } \mu=3,4\end{cases}
$$

where $V_{\mu}(z) \in \mathrm{U}(N)$, we arrive at

$$
\begin{align*}
S & =S_{\mathrm{NC}}+S_{\mathrm{com}}+S_{\text {mixed }}, \\
S_{\mathrm{NC}} & =-N \beta \mathcal{Z}_{12} \sum_{z}^{\operatorname{tr}\left(V_{1}(z) V_{2}(z) V_{1}(z)^{\dagger} V_{2}(z)^{\dagger}\right)+\text { c.c. },} \\
S_{\mathrm{com}} & =-N \beta \sum_{z} \operatorname{tr}\left(V_{3}(z) V_{4}(z+a \hat{3}) V_{3}(z+a \hat{4})^{\dagger} V_{4}(z)^{\dagger}\right)+\text { c.c. } \\
S_{\text {mixed }} & =-N \beta \sum_{z} \sum_{\mu=1}^{2} \sum_{\nu=3}^{4} \operatorname{tr}\left(V_{\mu}(z) V_{\nu}(z) V_{\mu}(z+a \hat{\nu})^{\dagger} V_{\nu}(z)^{\dagger}\right)+\text { c.c. . } \tag{3.14}
\end{align*}
$$

These terms represent a plaquette in the NC plane, in the commutative plane and a sum over the plaquettes in the four mixed planes, respectively. Since the action (3.14) is invariant under the gauge transformation

$$
V_{\mu}(z) \mapsto \begin{cases}\hat{g}(z) V_{\mu}(z) \hat{g}(z)^{\dagger} & \text { for } \mu=1,2,  \tag{3.15}\\ \hat{g}(z) V_{\mu}(z) \hat{g}(z+a \hat{\mu})^{\dagger} & \text { for } \mu=3,4,\end{cases}
$$

where $\hat{g}(z) \in \mathrm{U}(N)$, it defines a 2d lattice gauge theory, in which $V_{\mu}(z)(\mu=3,4)$ correspond to link variables, and $V_{\mu}(z)(\mu=1,2)$ correspond to scalar fields in the adjoint representation with the specific self-coupling given by $S_{\mathrm{NC}}$. Taking into account the field redefinition (3.13), one easily finds that the $\mathrm{U}(N)$ gauge symmetry (3.15) of the 2d theory corresponds precisely to the star-gauge invariance (3.3) of the 4 d NC theory that we started with.

### 3.2 Eguchi-Kawai equivalence in the planar limit

In fact the lattice model (3.14) can be obtained by the twisted dimensional reduction [8] from 4 d pure $\mathrm{U}(N)$ lattice gauge theory ${ }^{6}$. Historically such a model appeared in the context of the Eguchi-Kawai reduction [42], which in the present case provides an explicit relation between the $2 \mathrm{~d} \mathrm{U}(N)$ theory (3.14) and the $4 \mathrm{~d} \mathrm{U}(N)$ theory (both in the commutative space) in the large- $N$ limit at fixed $\beta$. (This limit is usually referred to as the planar limit since only planar diagrams survive 43].) More specifically, the vacuum expectation value of a Wilson loop defined in each theory coincides in the above limit, if the $\mathrm{U}(1)^{2}$ symmetry

$$
\begin{equation*}
V_{\mu}(z) \mapsto \mathrm{e}^{i \alpha_{\mu}} V_{\mu}(z) \quad \text { for } \mu=1,2 \tag{3.16}
\end{equation*}
$$

[^4]of the 2 d theory (3.14) is not spontaneously broken. We will see that this condition holds in the weak coupling and the strong coupling regions, but it is violated in the intermediate region. In fact this symmetry (3.16) includes the (discrete) translational symmetry of the 4 d NC lattice gauge theory in the NC directions as a subgroup up to a star-gauge transformation 44. Therefore, the spontaneous breaking of the $\mathrm{U}(1)^{2}$ symmetry corresponds precisely to the IR instability of the perturbative vacuum discussed in section 2 .

Let us comment on some known results for a totally reduced (one-site) model. The condition for the Eguchi-Kawai equivalence in this case is that the $\mathrm{U}(1)^{4}$ symmetry is not spontaneously broken. The twist was introduced in ref. [8] into the original (untwisted) Eguchi-Kawai model [42] in order to avoid the spontaneous $\mathrm{U}(1)^{4}$ symmetry breaking in the weak coupling region ${ }^{7}$. Indeed the condition is satisfied in the strong coupling and weak coupling expansions, and early Monte Carlo studies suggested that it holds, too, at intermediate couplings [8]. However, Ishikawa and Okawa 47] have recently performed Monte Carlo simulations with much larger $N$, and observed a signal of spontaneous symmetry breaking at intermediate couplings. This behavior persisted also for choices of the twists other than the minimal one adopted in ref. [8].

The Eguchi-Kawai equivalence, if the condition is met, holds in the large- $N$ limit with a finite lattice spacing $a$. The continuum limit $a \rightarrow 0$ as a commutative $4 \mathrm{~d} \mathrm{U}(\infty)$ gauge theory can be taken in the next step by sending $\beta \rightarrow \infty$. In our model, however, the critical $\beta$, below which the symmetry breaking occurs, is observed to increase as $N^{2}$, which implies that the Eguchi-Kawai equivalence does not persist in the continuum limit. It remains to be seen whether this is the case even if one takes other options in defining twisted reduced models (the choice of the twist, partial or total reduction, etc.). An alternative to ensure the validity of the Eguchi-Kawai equivalence in the continuum limit is the quenched reduced model [48]. Its continuum version [49] has been applied recently [50] to a nonlattice regularization of Matrix Theory [51. See also refs. [45, 52] for recent developments in the large- $N$ reduction in the continuum.

### 3.3 Double scaling limit

As one can see from (3.12), the planar limit corresponds to $\theta=\infty$ in the context of NC field theory. In order to take the continuum limit as a NC gauge theory with finite $\theta$, one has to take the $N \rightarrow \infty$ and $\beta \rightarrow \infty$ limits simultaneously, while satisfying (3.12), which therefore implies $a \rightarrow 0$. Following the usual terminology in matrix models, we call it the double scaling limit. Unlike in the planar limit, non-planar diagrams survive and they cause the intriguing UV/IR mixing effects. The inverse coupling constant $\beta$ has to be tuned in such a way that physical quantities converge. Whether this is possible or not is precisely the issue of (non-perturbative) renormalizability, which we address in the following.

In the 2d NC gauge theory [10], since the $\mathrm{U}(1)^{2}$ symmetry is not spontaneously broken throughout the whole coupling region, the Eguchi-Kawai equivalence holds in the planar

[^5]

Figure 1: (Left) The expectation value of the normalized action (4.1) is plotted against $\beta$ for $N=25$. The two kinds of symbols are used to distinguish the results obtained for decreasing $\beta$ and increasing $\beta$ in the "thermal cycle". The solid lines represent the results of the strong and the weak coupling expansions. The discontinuity is observed at $\beta \sim 0.35$. (Right) The zoom-up of the same plot around $1.1 \lesssim \beta \lesssim 1.6$.
limit for all $\beta$. The tuning of $\beta$ after taking the planar limit can therefore be deduced from the exact solution [53] of the $2 \mathrm{~d} \mathrm{U}(\infty)$ lattice gauge theory. This tuning of $\beta$ with respect to the lattice spacing $a$ should be used also in the double scaling limit in order to make the correlation functions scale in the UV regime 54. Whether the scaling extends to the IR regime or not is a non-trivial issue, which was answered affirmatively in ref. [10]. In the present 4 d case, since the $\mathrm{U}(1)^{2}$ symmetry is spontaneously broken in the coupling region relevant to the continuum limit, the tuning of $\beta$ cannot be deduced from the results in 4 d $\mathrm{U}(\infty)$ lattice gauge theory. We therefore have to fine-tune $\beta$ in such a way that the double scaling is optimized.

## 4. Phase structure

To begin with, we investigate the phase structure of the lattice model (3.14). Throughout this paper, we take $L$, the number of sites in the commutative directions, to be $L=N \pm 1$ so that it becomes a multiple of four in order to use four processors on a parallel machine efficiently. The small anisotropy of the lattice should be negligible at large $N$.

As a standard quantity we plot the normalized action (or the average plaquette)

$$
\begin{equation*}
\mathcal{E}=-\frac{1}{12 N^{2} \beta}\langle S\rangle \tag{4.1}
\end{equation*}
$$

against $\beta$ for $N=25$ in figure 1. We have performed a "thermal cycle" by carrying out simulations at varying $\beta$ with the initial configuration taken from a configuration thermalized with a slightly larger/smaller $\beta$. There is a gap at $\beta \sim 0.35$ (left), and we observe a slight tendency of a possible hysteresis behavior at $1.1 \lesssim \beta \lesssim 1.6$ (right) although the difference between the two branches, even it exists, is too tiny to be confirmed definitely.


Figure 2: The order parameter $\langle | P_{1}(n)| \rangle$ is plotted against $\beta$ for $n=2$ (left) and $n=4$ (right). The system size is $N=15$ (circles), $N=25$ (triangles) and $N=35$ (squares). The closed (open) symbols represent results obtained with increasing (decreasing) $\beta$, which show a clear hysteresis behavior.

As an order parameter for the spontaneous breaking of the $\mathrm{U}(1)^{2}$ symmetry (3.16), we define a gauge invariant operator

$$
\begin{equation*}
P_{\mu}(n)=\frac{1}{N L^{2}} \sum_{z} \operatorname{tr}\left(V_{\mu}(z)^{n}\right) \quad \text { for } \mu=1,2, \tag{4.2}
\end{equation*}
$$

which transforms non-trivially under (3.16). This operator corresponds to the open Wilson line (2.8) carrying a momentum with the absolute value (7, (10)

$$
p=\frac{2 \pi k}{N a}, \quad k=\left\{\begin{array}{l}
\frac{n}{2} \text { for even } n,  \tag{4.3}\\
\frac{n+N}{2} \text { for odd } n .
\end{array}\right.
$$

Since the operator $P_{\mu}(n)$ with odd $n$ carries a momentum of the cutoff order, it does not couple to excitations that survive in the continuum limit ${ }^{8}$. Therefore we will focus mainly on the even $n$ case in what follows.

In figure 2 we plot $\langle | P_{1}(n)| \rangle$ against $\beta$ for $n=2$ (left) and $n=4$ (right). Since it turns out that $\left|P_{1}(n)\right|$ and $\left|P_{2}(n)\right|$ are not too different for each configuration ${ }^{9}$, we actually take an average over the two NC directions to increase the statistics. We observe that there is a phase, in which the order parameter becomes non-zero. On the other hand, the quantity $\langle | P_{1}(n)| \rangle$ for odd $n$ takes tiny values throughout the whole region of $\beta$. This implies that the $\mathrm{U}(1)^{2}$ symmetry is broken down to $\left(\mathrm{Z}_{2}\right)^{2}$ in this phase, which we refer to as the "broken phase". The fact that the $\mathrm{U}(1)^{2}$ symmetry is unbroken, both in the small $\beta$ regime and
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Figure 3: The upper (squares) and lower (circles) critical points between the symmetric phase and the broken phase, obtained from figure 2. The lines represent a fit to $\beta=c_{1} N^{2}+c_{2}$, where $c_{1}=0.00226(1), c_{2}=0.145(4)$ for the upper critical point, and $c_{1}=0.00141(1), c_{2}=0.250(5)$ for the lower critical point.
the large $\beta$ regime, can be understood from the strong coupling and the weak coupling expansions [8] as in the totally reduced model ${ }^{10}$.

The transition between the strong coupling phase and the broken phase occurs at $\beta \sim 0.35$ (for all $N$ ), which coincides with the position of the gap in figure 1 (left). Actually this value agrees with the critical point of the bulk transition known in the $4 \mathrm{~d} \mathrm{SU}(N)$ lattice gauge theory with Wilson's plaquette action at large $N$ 55], which is also reproduced by large- $N$ reduced models [8, 56]. Since the $\mathrm{U}(1)^{2}$ symmetry is unbroken in our model in the strong coupling phase, something must occur at the critical $\beta$ of the bulk transition from the viewpoint of the Eguchi-Kawai equivalence. What actually happens is that the $\mathrm{U}(1)^{2}$ symmetry is spontaneously broken down to $\left(\mathrm{Z}_{2}\right)^{2}$, and the equivalence ceases to hold precisely at that point.

The transition between the broken phase and the weak coupling phase is more important since it is relevant for the continuum limit. The hysteresis behavior, which indicates a first order phase transition, can now be seen clearly, unlike in figure 1. In fact the lower critical point of this phase transition, denoted as $\beta_{\mathrm{c}}$ in the following, can be estimated by perturbation theory, and we obtain (57] $\beta_{\mathrm{c}} \sim N^{2}$ at large $N$, which is consistent with our results shown in figure 3. This implies, in particular, that one always ends up in the broken phase if one takes the $N \rightarrow \infty$ limit at fixed $\beta$ (planar limit), which corresponds to $\theta=\infty$ in the context of NC gauge theory.

Let us next consider closed Wilson loops, which play an important role in commutative gauge theories as a criterion for confinement. In the present case, since we introduce noncommutativity only in two directions, there are three kinds of square-shaped Wilson loops depending on their orientations. Using the parallel transporter

$$
\begin{equation*}
\mathcal{V}_{\nu}(z, n) \equiv V_{\nu}(z) V_{\nu}(z+a \hat{\nu}) \cdots V_{\nu}(z+(n-1) a \hat{\nu}) \tag{4.4}
\end{equation*}
$$
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Figure 4: (Left column) The expectation value of the Wilson loop is plotted against its size $n$ for various $\beta$ at $N=35$. The results for $\beta=2.0$ are obtained in the symmetric phase. (Right column) The expectation value of the Wilson loop is plotted against its size $n$ for $N=15,25,35,45$ at $\beta=1.5$. The results for $N=15,25$ are obtained in the symmetric phase.
in the commutative directions, the closed, square-shaped Wilson loops can be defined as

$$
\begin{align*}
& W_{12}(n)=\left(\mathcal{Z}_{12}\right)^{n^{2}} \frac{1}{N L^{2}} \sum_{z} \operatorname{tr}\left(V_{1}(z)^{n} V_{2}(z)^{n} V_{1}(z)^{\dagger n} V_{2}(z)^{\dagger n}\right), \\
& W_{\mu \nu}(n)=\frac{1}{N L^{2}} \sum_{z} \operatorname{tr}\left(V_{\mu}(z)^{n} \mathcal{V}_{\nu}(z, n) V_{\mu}(z+n a \hat{\nu})^{\dagger n} \mathcal{V}_{\nu}(z, n)^{\dagger}\right), \\
& W_{34}(n)=\frac{1}{N L^{2}} \sum_{z} \operatorname{tr}\left(\mathcal{V}_{3}(z, n) \mathcal{V}_{4}(z+n a \hat{3}, n) \mathcal{V}_{3}(z+n a \hat{4}, n)^{\dagger} \mathcal{V}_{4}(z, n)^{\dagger}\right), \tag{4.5}
\end{align*}
$$

where $\mu=1,2$ and $\nu=3,4$. We may define $W_{\mu \nu}(n)$ for $\mu>\nu$ in a similar manner, but it suffices to consider (4.5) since $W_{\mu \nu}(n)=W_{\nu \mu}(n)^{*}$. Mapping the expression (4.5) back to the 4 d NC space, we find that the operator $W_{\mu \nu}(n)$ represents a closed $n \times n$ Wilson loop, whose starting point is integrated over the 4 d space. Therefore it does not carry non-zero momentum unlike the open Wilson line $P_{\mu}(n)$. This corresponds to the fact that $W_{\mu \nu}(n)$ is invariant under the $\mathrm{U}(1)^{2}$ transformation (3.16), whereas $P_{\mu}(n)$ is not.

Let us consider the expectation value $\left\langle W_{\mu \nu}(n)\right\rangle$. First we reduce the number of observables using discrete symmetries. Due to the symmetry under exchanging the third and the fourth directions, we have $\left\langle W_{34}\right\rangle=\left\langle W_{43}\right\rangle \in \mathbb{R}$ and $\left\langle W_{\mu 3}\right\rangle=\left\langle W_{\mu 4}\right\rangle$, where $\mu=1,2$. Based on the symmetry under $V_{1}(z) \mapsto V_{2}(z), V_{2}(z) \mapsto V_{1}(z)^{\dagger}$, we obtain $\left\langle W_{1 \nu}\right\rangle=\left\langle W_{2 \nu}\right\rangle \in$ $\mathbb{R}$, where $\nu=3,4$. It then follows that $\left\langle W_{\mu \nu}\right\rangle$ with $\mu=1,2$ and $\nu=3,4$ are all real and equal. We will use $\left\langle W_{13}\right\rangle$ as a representative, but in actual simulation we measure $\frac{1}{4} \sum_{\mu=1}^{2} \sum_{\nu=3}^{4}\left\langle\operatorname{Re} W_{\mu \nu}\right\rangle$ to increase the statistics. Note that $\left\langle W_{12}\right\rangle$, which represents a closed Wilson loop in the NC directions, is complex in general unlike in commutative gauge theories. This occurs because the non-commutativity tensor $\Theta_{\mu \nu}$ breaks parity.

In figure (left column) the expectation value of the Wilson loop is plotted against its linear size $n$ for various $\beta$ values at $N=35$. First let us focus on the results at $\beta=2.0$, which are obtained in the symmetric phase. Here the three types of Wilson loop are almost identical and follow the perimeter law over the whole range of $n$ shown in the figure. This implies that the system is qualitatively similar to 4 d compact $\mathrm{U}(1)$ lattice gauge theory in the commutative space, which is non-confining at weak coupling. Note, however, that the effect of the NC geometry is seen in the dispersion relation for the same $\beta$ (figure 11). As we decrease $\beta$, the system enters the broken phase, and the three kinds of Wilson loops start to drift apart.

The right column of figure 1 shows the results for various $N$ at $\beta=1.5$. The data for $N=15$ and $N=25$, which are obtained in the symmetric phase, lie almost on top of each other. This can be interpreted as the scaling behavior corresponding to the would-be planar limit in the symmetric phase, although one actually enters the broken phase as $N$ is increased further. In fact the effect of increasing $N$ is similar to that of decreasing $\beta$, which suggests the possibility to make the results scale by increasing $\beta$ and $N$ simultaneously.

## 5. Existence of a continuum limit

In this section we investigate whether it is possible to tune $\beta$ as a function of $N$ in such a way that physical quantities scale. For the rest of this paper except for figure 9, we set $a=1$ for $N=45$ as a convention, and the lattice spacing $a$ for other $N$ is determined ${ }^{11}$ through (3.12) with $\theta=\frac{45}{\pi} \simeq 14.3$.

As a practical strategy to fine-tune $\beta$, we focus on the expectation value of the square Wilson loop $W_{34}(n)$ in the commutative directions since it has a smooth dependence on
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Figure 5: The expectation value of the Wilson loop in the commutative plane. By tuning $\beta$ depending on $N$, we can make the results scale.

| $N$ | $a$ | $\beta$ |
| :---: | :---: | :---: |
| 25 | 1.34 | 0.92 |
| 35 | 1.13 | 1.20 |
| 45 | 1.00 | 1.50 |
| 55 | 0.90 | 1.74 |
| 65 | 0.83 | 2.00 |

Table 1: The sets of parameters used for the double scaling limit.
its size $n$. Table 1 shows the optimal values of $\beta$ for each $N$, and figure 5 shows the corresponding plot. The horizontal axis represents the physical size (na) of the loop. We observe a clear scaling behavior, and the scaling region extends as $N$ increases. In fact the optimal $\beta$ increases with $N$ much slower than the lower critical point $\beta_{c}$ between the broken phase and the weak coupling phase, which grows as $N^{2}$ (see figure 3). This implies that we remain in the broken phase in the double scaling limit.

Let us see whether other quantities scale as well using the same sets of parameters as those given in table [1. In figure 6 we plot the expectation value of the Wilson loop in the NC plane (left) and in the mixed planes (right). We do observe a compelling scaling behavior.

The Wilson loop in the commutative plane follows the perimeter law at large size, which suggests that the theory is non-confining in the commutative directions. The Wilson loop in the NC plane is complex in general, and its real part oscillates around zero. In figure 7 we plot the absolute value and the phase of the Wilson loop against the physical area $A=(n a)^{2}$. The absolute value decreases monotonously obeying roughly the area law. This is not so surprising since non-Abelian nature comes in through the star product in (2.3), although we are dealing with a $\mathrm{U}(1)$ theory. The phase $\Phi$ grows linearly as $\Phi=\frac{1}{\theta} A$, which is reminiscent of the Aharonov-Bohm effect with the magnetic field $B=\theta^{-1}$ [4]. The same behavior has been observed in the 2d case [10].

The behavior of the Wilson loop in the mixed directions is somehow between the


Figure 6: The expectation value of the Wilson loop in the NC plane (left) and in the mixed planes (right). The values of $\beta$ are given in table 1, which was chosen in such a way that the expectation value of the Wilson loop in the commutative plane scales.


Figure 7: The absolute value (left) and the phase (right) of the Wilson loop in the NC plane is plotted against the physical area $A=(n a)^{2}$. The absolute value follows roughly an area law. Beyond small areas, the phase $\Phi$ agrees with the Aharonov-Bohm like behavior $\Phi=A / \theta$ represented by the solid straight line.
other two kinds. It decreases following roughly the perimeter law for large size, but a slight oscillating behavior seems to be superimposed (although these Wilson loops are real). This suggests that the shape of the potential between a quark and an anti-quark separated in a NC direction is oscillating, but we do not have a clear physical interpretation of such a behavior.

Let us turn to the open Wilson line, which was studied in section $\square$ to investigate the spontaneous breakdown of $\mathrm{U}(1)^{2}$ symmetry. In figure $\mathrm{R}^{(l \mathrm{fft}) \text { we plot the expectation value }}$ $\langle | P_{1}(n)| \rangle$ for even $n$ against the momentum defined by (4.3). We observe a tendency that the results lie on a single curve except for the $n=2$ data (corresponding to the point at the smallest $p$ for each $N$ ). A similar anomalous behavior is seen also in figure for $n=3$ data. We consider these behaviors to be finite $N$ artifacts since they tend to disappear with increasing $N$.


Figure 8: (Left) The expectation value $\langle | P_{\mu}(n)| \rangle$ for even $n$ is plotted against the momentum $p=\frac{\pi}{N a} n$ for the parameters listed in table 1. (Right) The eigenvalue distribution $\rho(x)$ is plotted for the parameters listed in table if.

## 6. Extent of the dynamical NC space

Since the translational invariance in the NC directions is spontaneously broken in the broken phase, it is natural to ask how the space actually looks like in those directions.

As a related quantity, let us consider the eigenvalues of the unitary matrix $V_{\mu}(z)$ $(\mu=1,2)$, which we denote as $e^{i \vartheta_{\mu j}(z)}(j=1, \cdots, N)$, where $-\pi<\vartheta_{\mu j}(z) \leq \pi$. The open Wilson line (4.2) can be written in terms of the eigenvalues as

$$
\begin{equation*}
P_{\mu}(n)=\frac{1}{N L^{2}} \sum_{z} \sum_{j=1}^{N} \mathrm{e}^{i n \vartheta_{\mu j}(z)} \tag{6.1}
\end{equation*}
$$

Since the $\mathrm{U}(1)^{2}$ transformation (3.16) rotates all the eigenvalues by a constant angle $\alpha_{\mu}$, the eigenvalue distribution should be uniform if the $\mathrm{U}(1)^{2}$ symmetry is not spontaneously broken. This is how the open Wilson line serves as an order parameter. In the broken phase, we have seen that the open Wilson line $P_{\mu}(n)$ acquires a non-zero expectation value only for even $n$. This implies that the eigenvalues are clustered in two bunches in a $\mathrm{Z}_{2^{-}}$ symmetric way. Since the translation in the NC direction is represented by the $\mathrm{U}(1)^{2}$ transformation, we may consider that the eigenvalue distribution represents the "shape" of the NC space.

Let us define the eigenvalue distribution by

$$
\begin{equation*}
\rho(x) \equiv \frac{1}{2 N L^{2}} \sum_{z} \sum_{\mu=1}^{2} \sum_{j=1}^{N}\left\langle\delta\left(x-\frac{N a}{\pi} \vartheta_{\mu j}(z)\right)\right\rangle \tag{6.2}
\end{equation*}
$$

where we have taken an average over the two NC directions as we did for $\langle | P_{1}(n)| \rangle$. The coefficient of $\vartheta_{\mu j}(z)$ is motivated from the corresponding relation $p=\frac{\pi}{N a} n$ ( $n$ : even) for the momentum conjugate to the coordinate $x$. Before taking an ensemble average, we rotate each configuration according to (3.16) in such a way that $\sum_{z} \operatorname{tr} V_{\mu}(z)^{2}$ becomes real positive ${ }^{12}$. Since the eigenvalue distribution $\rho(x)$ is invariant under the shift $x \mapsto x+N a$
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Figure 9: The extent of the dynamical space in the NC directions defined by (6.4) from the view point of string theory, is plotted against $\sqrt{\theta}$ for $N=35$.
modulo $2 N a$, we may restrict ourselves to the fundamental domain $|x| \leq N a / 2$. Figure 8 (right) demonstrates a clear scaling behavior of $\rho(x)$. The eigenvalue distribution can be interpreted as the density distribution of D-branes [27]. If we take the view point of string theory, in which the space-time is represented by the eigenvalue distribution of the matrices [61, 62], our results imply that the "dynamical space" in the NC directions has shrunk, but it has a finite extent in the double scaling limit.

Since we have seen that the extent of the "dynamical space" in the NC direction is finite for a fixed $\theta$, it is natural to ask how the extent depends on $\theta$. Let us note that

$$
\begin{align*}
\frac{1}{2} \sum_{\mu=1}^{2}\langle | P_{\mu}(2)| \rangle & =2 \int_{-N a / 2}^{N a / 2} d x e^{\frac{2 \pi i}{N a} x} \rho(x) \\
& =1-\left(\frac{2 \pi}{N a}\right)^{2} \int_{-N a / 2}^{N a / 2} d x x^{2} \rho(x)+\cdots \tag{6.3}
\end{align*}
$$

where taking the absolute value on the left-hand side corresponds to rotating $\vartheta_{\mu j}(z)$ in the definition (6.2) of $\rho(x)$ before taking the ensemble average as explained above. In the last line, we have assumed that $\rho(x)$ is peaked around $x=0$ in the fundamental domain $|x| \leq N a / 2$. As a definition for the extent of the dynamical space in the NC direction, we therefore use

$$
\begin{equation*}
\Delta x \equiv \frac{N a}{\pi} \sqrt{\frac{1}{2}\left(1-\frac{1}{2} \sum_{\mu=1}^{2}\langle | P_{\mu}(2)| \rangle\right)} . \tag{6.4}
\end{equation*}
$$

It should be mentioned that the space-time, on which the NC gauge theory is defined, has the extent $N a$, which diverges in the double scaling limit. However, since the translational invariance in the NC directions is spontaneously broken, the observer on the NC space-time does not recognize that the space-time extends to infinity. The quantity $\Delta x$ measures the extent of the space-time in the NC directions, which is recognized by the observer to be qualitatively uniform. In that sense, $\Delta x$ is analogous to the width of the stripes 19] in the 3d NC $\lambda \phi^{4}$ theory, in which the translational invariance in the NC directions is broken due to the space-dependent vacuum expectation value of the scalar field.


Figure 10: Two-point correlation function of the open Wilson lines for even $n$ (left) and odd $n$ (right) is plotted against the separation $\tau$ for $N=35$ and $\beta=2.00$. The vertical axis is normalized in such a way that the function starts off from unity at the origin.

Instead of repeating the whole procedure of taking the double scaling limit at each $\theta$, here we assume that the double scaling is obtained for the same sets ${ }^{13}$ of $(a, \beta)$ listed in table 1. This assumption is justified at large $N$ given that the ultraviolet properties of NC theories are independent of $\theta$. For various values of $\beta$ in the range $0.92 \leq \beta \leq 2.00$, we determine $a$ by interpolating the relation between $a$ and $\beta$ presented in table 1]. The value of $\theta$ is then determined from (3.12) using $a$ and $N$. In figure 9 we plot $\Delta x$ against $\sqrt{\theta}$ for $N=35$. At large $\theta$ the extent $\Delta x$ increases linearly with $\sqrt{\theta}$ as expected on dimensional account.

## 7. Dispersion relation

In this section we investigate the dispersion relation in the symmetric phase and the broken phase separately. The analysis in the symmetric phase reveals the IR singularity (2.6), which is responsible for the phase transition, whereas the analysis in the broken phase enables us to identify the Nambu-Goldstone mode associated with the spontaneous breakdown of the $\mathrm{U}(1)^{2}$ symmetry. Thanks to the existence of the commutative directions in the present setup, we may regard one of the coordinates (say, $x_{4}$ ) as "time". From the exponential decay of the two-point correlation function of open Wilson line operators separated in the "time" direction, we can extract the energy of a state that couples to the operator. Similar studies have been done also in the case of NC scalar field theory (19].

### 7.1 Results in the symmetric phase - IR singularity

Let us define the open Wilson line operator at a fixed time $x_{4}$ as

$$
\begin{equation*}
P_{\mu}\left(x_{4}, n\right) \equiv \frac{1}{N L} \sum_{x_{3}} \operatorname{tr}\left(V_{\mu}\left(x_{3}, x_{4}\right)^{n}\right) \quad \text { for } \mu=1,2, \tag{7.1}
\end{equation*}
$$
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Figure 11: The dispersion relation in the symmetric phase. The energy $E$ obtained from the twopoint correlation function (7.2) is plotted against the momentum $p$ for $(N, a, \beta)=(35,1.13,2.00)$, $(25,1.32,1.69),(15,1.73,1.29)$.
which has a zero momentum component in the $x_{3}$ direction ${ }^{14}$ and a non-zero momentum component (4.3) in a NC direction depending on $n$. Then we define the two-point correlation function of the open Wilson lines

$$
\begin{equation*}
C_{n}(\tau) \equiv \frac{1}{2} \sum_{\mu=1}^{2} \sum_{x_{4}}\left\langle P_{\mu}\left(x_{4}, n\right)^{*} \cdot P_{\mu}\left(x_{4}+\tau, n\right)\right\rangle \tag{7.2}
\end{equation*}
$$

with a separation $\tau$ in the temporal direction. In actual measurement we also consider the case with the roles of $x_{3}$ and $x_{4}$ exchanged, and take an average over the two cases to increase the statistics.

In figure 10 we plot the two-point correlation function for even $n$ (left) and odd $n$ (right). For even $n$ we observe clear exponential behaviors $\mathrm{e}^{-\lambda \tau}$, from which we extract the energy $E=\lambda / a$ at each momentum $p=\frac{\pi}{N a} n$. For odd $n$ the decay is very rapid, which suggests that the energy (as well as the momentum) is on the cutoff scale.

In figure 11 we show the dispersion relation obtained from the two-point correlation function (7.2) for even $n$. The set of parameters $(N, a, \beta)$ is chosen as in the broken phase. Namely, $a$ is determined through (3.12) with $\theta=\frac{45}{\pi} \simeq 14.3$, and we fine-tune $\beta$ at each $N$ in such a way that the scaling behavior of the Wilson loops in the commutative plane is optimized. It turns out that the data points ( $E, p$ ) for different $N$ lie to a good approximation on a single curve

$$
\begin{equation*}
E^{2}=p^{2}-\frac{c}{(\theta p)^{2}} \tag{7.3}
\end{equation*}
$$

with $c \simeq 0.1285$. This form of the dispersion relation is expected from the one-loop calculation of the vacuum polarization [23-26]. Due to the negative sign of the second term in (7.3), the usual Lorentz invariant (massless) dispersion relation is bent down. The IR singularity is regularized on the finite lattice since the smallest non-zero momentum (which
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Figure 12: The dispersion relation in the broken phase. The energy $E$ obtained from the two-point correlation function (7.2) is plotted against the momentum $p$ for the parameters listed in table in.
corresponds to $n=2$ ) is given by $\frac{2 \pi}{N a} \propto \frac{1}{\sqrt{N}}$. However, if one attempts to increase $N$ further, the energy at the smallest non-zero momentum vanishes at some $N$, and one enters the broken phase. Therefore we cannot take the double scaling limit in the symmetric phase. The scaling observed in the symmetric phase represents an effective theory with a finite cutoff. In the case of NC scalar field theory [19], the double scaling limit can be taken in the symmetric phase since the IR singularity appears in the dispersion relation with the positive sign.

### 7.2 Results in the broken phase - Nambu-Goldstone mode

When we extend the study of the dispersion relation to the broken phase, we should note that the momentum components in the NC directions are no longer conserved, although the momentum component in the commutative direction still is.

Let us therefore define the open Wilson line operator at a fixed time $x_{4}$ carrying momentum $p$ in the commutative direction as

$$
\begin{equation*}
\tilde{P}_{\mu}\left(x_{4}, p\right) \equiv \frac{1}{N L} \sum_{x_{3}} e^{-i p x_{3}} \operatorname{tr}\left(V_{\mu}\left(x_{3}, x_{4}\right)^{2}\right) \tag{7.4}
\end{equation*}
$$

for $\mu=1,2$. We have chosen the power of $V_{\mu}$ to be the smallest even number so that the operator couples most effectively to the Nambu-Goldstone mode associated with the spontaneous breakdown of the $\mathrm{U}(1)^{2}$ symmetry. Then we define the two-point correlation function of the open Wilson lines

$$
\begin{equation*}
\tilde{C}_{p}(\tau) \equiv \frac{1}{2} \sum_{\mu=1}^{2} \sum_{x_{4}}\left\langle\tilde{P}_{\mu}\left(x_{4}, p\right)^{*} \cdot \tilde{P}_{\mu}\left(x_{4}+\tau, p\right)\right\rangle \tag{7.5}
\end{equation*}
$$

with a separation $\tau$ in the temporal direction. As in the symmetric phase, we also consider the case with the roles of $x_{3}$ and $x_{4}$ exchanged, and take an average over the two cases to increase the statistics.

We measure the two-point correlation function and extract the energy at each momentum $p$. The result is shown in figure 12. It is consistent with the expected massless
behavior $E=p$. The discrepancies observed at both ends of the spectrum may be interpreted as finite volume effects and finite lattice-spacing effects, respectively, and they tend to disappear as $N$ increases.

In the $3 \mathrm{~d} \mathrm{NC} \lambda \phi^{4}$ theory studied in ref. [19], we only have pseudo Nambu-Goldstone modes, since the translational symmetry (which is spontaneously broken) is discretized on the lattice. The corresponding energy therefore vanishes only in the continuum limit. In the present case of gauge theory, the translational symmetry is enhanced to the continuous $\mathrm{U}(1)^{2}$ symmetry even on the lattice. Therefore, the energy corresponding to the NambuGoldstone mode at zero momentum is exactly zero even before taking the continuum limit. This motivated us to introduce a non-zero momentum component $p$ in the commutative direction, which makes the energy non-zero. (Note also that for $p=0$, we need to subtract the disconnected part, which amplifies numerical uncertainties.) The Nambu-Goldstone mode can still be identified by studying the dispersion relation.

## 8. Summary and discussions

In this paper we studied four-dimensional gauge theory in NC geometry from first principles based on its lattice formulation. In particular we clarified the fate of the tachyonic instability encountered in perturbative calculations. The lattice formulation is suited for such a study since the IR singularity responsible for the instability is regularized in a stargauge invariant manner, and we can trace the behavior of the system as the regularization is removed. This revealed the existence of a first order phase transition associated with the spontaneous breakdown of the $\mathrm{U}(1)^{2}$ symmetry, which includes the translational symmetry in the NC directions as a discrete subgroup.

In the weak coupling symmetric phase, we studied the dispersion relation and confirmed the presence of an IR singularity. This IR singularity prevents us from taking the continuum limit in the symmetric phase. While we are able to observe scaling up to some finite $N$, we cannot increase $N$ further since the energy of the lowest momentum mode vanishes, and the vacuum becomes unstable. In the broken phase, however, we provided evidence for a sensible continuum limit. The phase is characterized by the condensation of open Wilson lines, which represent the "tachyon" in the unstable perturbative vacuum. By studying the dispersion relation in the broken phase, we confirmed the appearance of the NambuGoldstone mode associated with the spontaneous breakdown of the $\mathrm{U}(1)^{2}$ symmetry.

By measuring the eigenvalue distribution of $V_{\mu}$ in the NC directions, we find that the dynamical space in the NC directions has shrunk, but it has a finite physical extent in the continuum limit. An analogous first order phase transition is found in gauge theories on fuzzy manifolds [58], where the fuzzy manifolds collapse at sufficiently large couplings. The instability in those cases is due to the uniform condensation of a scalar field on the fuzzy manifold ${ }^{15}$. The phenomenon that the space-time itself becomes a dynamical object is characteristic to gauge theories on NC geometry. This should be closely related to the dynamical compactification of extra dimensions ${ }^{16}$ in string theory [61, 62] based on the

[^12]IKKT matrix model 63]. Let us recall that the NC geometry appears in string theory as a result of introducing a background tensor field [1]. Our conclusion therefore suggests that the dynamical compactification in string theory may be associated with the spontaneous generation of the background tensor field in six dimensions. This is reminiscent of the spontaneous magnetization in 4d non-Abelian gauge theory at finite temperature [64] or in 3d QED 65].

On the other hand, if we wish to obtain a phenomenologically viable 4 d model, we may stay in the symmetric phase by keeping the UV cutoff finite and view the NC gauge theory as an effective theory of a more fundamental theory. A $\theta$-deformed dispersion relation for the photon such as the one displayed in figure 11 should then have implications 66 on observational data from blazars (highly active galactic nuclei) 67, which are assumed to emit bursts of photons simultaneously, covering a broad range of energy. Such experimental efforts will be intensified in the near future. For instance, the Gamma-ray Large Area Space Telescope (GLAST) project 68] is scheduled to be launched in September 2007 and to monitor gamma rays from 20 MeV up to 1 TeV . In particular, a relative delay of these photons depending on the frequency [69] could hint at a NC geometry.
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## A. The algorithm for the Monte Carlo simulation

In this section we describe the algorithm used to simulate the model (3.14). The main part of the simulation is performed by the heat-bath algorithm generalizing ref. [70], where $V_{\mu}(z)$ is updated by multiplying a $\mathrm{SU}(N)$ matrix. In order to implement the integration over the $\mathrm{U}(N)$ - instead of $\mathrm{SU}(N)$ - group manifold appropriately, we also need to include a Metropolis procedure for updating $V_{\mu}(z)$ by multiplying a phase factor ${ }^{17}$. These procedures, described in the following two subsections, define "one sweep" in our simulation. Measurements have been performed every 50 sweeps. The number of configurations used to obtain an ensemble average is $1980,1940,420,696,830$ for $N=25,35,45,55,65$, respectively, for the sets of parameters in table 1].

[^13]
## A. 1 Heat-bath algorithm for multiplying a $\mathbf{S U}(N)$ matrix

Since two terms, $S_{\mathrm{NC}}$ and $S_{\text {mixed }}$, make the action (3.14) non-linear with respect to $V_{\mu}(z)$ for each $\mu$ and $z$, we cannot apply the heat-bath method [71] as it stands. Note, however, that $S_{\mathrm{NC}}$ is nothing but the action for the twisted Eguchi-Kawai model for each $z$, which can be linearized following ref. 70]. Namely we introduce an auxiliary field $Q_{12}(z)$, which is a general complex $N \times N$ matrix, and consider the action

$$
\begin{align*}
S_{\mathrm{NC}}^{\prime}= & N \beta \sum_{z}\left[\operatorname{tr}\left\{Q_{12}(z)^{\dagger} Q_{12}(z)\right\}\right. \\
& \left.-2 \operatorname{Retr}\left\{Q_{12}(z)^{\dagger}\left(t V_{1}(z) V_{2}(z)+t^{*} V_{2}(z) V_{1}(z)\right)\right\}\right] \tag{A.1}
\end{align*}
$$

where $t$ is a square root of $\mathcal{Z}_{12}$. Completing the squares and integrating out the auxiliary field $Q_{12}(z)$, we retrieve $S_{\mathrm{NC}}$.

We use a similar trick to linearize $S_{\text {mixed }}$ in (3.14). Namely we introduce the auxiliary fields $Q_{13}(z), Q_{14}(z), Q_{23}(z)$ and $Q_{24}(z)$, each of which is a general complex $N \times N$ matrix, and consider the action

$$
\begin{align*}
S_{\text {mixed }}^{\prime}= & N \beta \sum_{z} \sum_{\mu=1}^{2} \sum_{\nu=3}^{4}\left[\operatorname{tr}\left(Q_{\mu \nu}(z)^{\dagger} Q_{\mu \nu}(z)\right)\right. \\
& \left.-2 \operatorname{Retr}\left\{Q_{\mu \nu}(z)^{\dagger}\left(V_{\mu}(z) V_{\nu}(z)+V_{\nu}(z) V_{\mu}(z+a \hat{\nu})\right)\right\}\right] \tag{A.2}
\end{align*}
$$

Completing the squares and integrating out the auxiliary fields, we retrieve $S_{\text {mixed }}$.
Since the new action

$$
\begin{equation*}
S^{\prime}=S_{\mathrm{NC}}^{\prime}+S_{\mathrm{com}}+S_{\text {mixed }}^{\prime} \tag{A.3}
\end{equation*}
$$

is linear with respect to $V_{\mu}(z)$, we can use the heat-bath algorithm to update $V_{\mu}(z)$ by multiplying a matrix in one of the $N(N-1) / 2 \mathrm{SU}(2)$ subgroups of the $\mathrm{SU}(N)$ 72. We repeat this procedure for all the independent $\mathrm{SU}(2)$ subgroups. The auxiliary fields can be easily updated by generating gaussian variables and shifting them appropriately depending on the $V_{\mu}(z)$ field.

## A. 2 Metropolis algorithm for multiplying a phase factor

The updating procedure for rotating the phase of $V_{\mu}(z)$ is implemented using the Metropolis algorithm. It turns out that we can increase the acceptance rate by rotating the phase of the auxiliary field $Q_{\mu \nu}(z)$ in a covariant manner as

$$
\left\{\begin{array} { l } 
{ V _ { \mu } ( z ) \rightarrow \mathrm { e } ^ { i \alpha _ { \mu } ( z ) } V _ { \mu } ( z ) }  \tag{A.4}\\
{ Q _ { 1 2 } ( z ) \rightarrow \mathrm { e } ^ { i \alpha _ { \mu } ( z ) } Q _ { 1 2 } ( z ) , }
\end{array} \quad \left\{\begin{array}{l}
V_{\nu}(z) \rightarrow \mathrm{e}^{i \alpha_{\nu}(z)} V_{\nu}(z) \\
Q_{\mu \nu}(z) \rightarrow \mathrm{e}^{i \alpha_{\nu}(z)} Q_{\mu \nu}(z)
\end{array}\right.\right.
$$

where $\mu=1,2$ and $\nu=3,4$. (No sum is taken in (A.4) even if an index appears in a term twice.) At each step, the transformation parameter $\alpha_{\mu}(z)$ is non-zero for particular $\mu$ and $z$, and it is given by a uniform random number within the range $\left[0, \frac{2 \pi \epsilon}{N}\right]$, where $\epsilon=0.1$ was chosen to keep the acceptance rate reasonably high (e.g., 60\%). We accept the trial configuration with the probability $\min \left(1, \mathrm{e}^{-\Delta S^{\prime}}\right), \Delta S^{\prime} \equiv S_{1}^{\prime}-S_{0}^{\prime}$, where $S_{1}^{\prime}$ and $S_{0}^{\prime}$ are the
action evaluated for the trial configuration and the present configuration, respectively. Note that $\Delta S^{\prime}$ comes solely from $S_{\text {mixed }}^{\prime}\left(S_{\text {com }}^{\prime}\right)$ when updating $V_{\mu}(z)$ with $\mu=1,2(\mu=3,4)$ thanks to the phase rotation of the auxiliary field (A.4). We repeat this procedure for all choices of $\mu$ and $z$.

## References

[1] H.S. Snyder, Quantized space-time, Phys. Rev. 71 (1947) 38.
[2] A. Connes, Noncommutative geometry, Academic Press, 1990.
[3] S. Doplicher, K. Fredenhagen and J.E. Roberts, The quantum structure of space-time at the Planck scale and quantum fields, Commun. Math. Phys. 172 (1995) 187 hep-th/0303037.
[4] N. Seiberg and E. Witten, String theory and noncommutative geometry, JHEP 09 (1999) 032 hep-th/9908142.
[5] S. Minwalla, M. van Raamsdonk and N. Seiberg, Noncommutative perturbative dynamics, JHEP 02 (2000) 020 hep-th/9912072.
[6] T. Filk, Divergencies in a field theory on quantum space, Phys. Lett. B 376 (1996) 53; J.C. Varilly and J.M. Gracia-Bondia, On the ultraviolet behaviour of quantum fields over noncommutative manifolds, Int. J. Mod. Phys. A 14 (1999) 1305 hep-th/9804001;
M. Chaichian, A. Demichev and P. Prešnajder, Quantum field theory on noncommutative space-times and the persistence of ultraviolet divergences, Nucl. Phys. B 567 (2000) 360 hep-th/9812180.
[7] J. Ambjørn, Y.M. Makeenko, J. Nishimura and R.J. Szabo, Finite $N$ matrix models of noncommutative gauge theory, JHEP 11 (1999) 029 hep-th/9911041; Nonperturbative dynamics of noncommutative gauge theory, Phys. Lett. B 480 (2000) 399 [hep-th/0002158]; Lattice gauge fields and discrete noncommutative Yang-Mills theory, JHEP 05 (2000) 023 hep-th/0004147.
[8] A. González-Arroyo and M. Okawa, A twisted model for large $N$ lattice gauge theory, Phys. Lett. B 120 (1983) 174; The twisted Eguchi-Kawai model: a reduced model for large $N$ lattice gauge theory, Phys. Rev. D 27 (1983) 2397.
[9] H. Aoki et al., Noncommutative Yang-Mills in IIB matrix model, Nucl. Phys. B 565 (2000) 176 hep-th/9908141.
[10] W. Bietenholz, F. Hofheinz and J. Nishimura, A non-perturbative study of gauge theory on a non-commutative plane, JHEP 09 (2002) 009 hep-th/0203151.
[11] L. Griguolo, D. Seminara and P. Valtancoli, Towards the solution of noncommutative $Y M_{2}$ : Morita equivalence and large $N$-limit, JHEP 12 (2001) 024 hep-th/0110293;
A. Bassetto, G. Nardelli and A. Torrielli, Perturbative Wilson loop in two-dimensional non-commutative Yang-Mills theory, Nucl. Phys. B 617 (2001) 308 hep-th/0107147; Scaling properties of the perturbative Wilson loop in two-dimensional non-commutative Yang-Mills theory, Phys. Rev. D 66 (2002) 085012 hep-th/0205210;
A. Torrielli, Noncommutative perturbative quantum field theory: Wilson loop in two-dimensional Yang-Mills and unitarity from string theory, hep-th/0301091;
L.D. Paniak and R.J. Szabo, Instanton expansion of noncommutative gauge theory in two dimensions, Commun. Math. Phys. 243 (2003) 343 hep-th/0203166; Open Wilson lines
and group theory of noncommutative Yang-Mills theory in two dimensions, JHEP 05 (2003) 029 hep-th/0302162;
J. Ambjørn, A. Dubin and Y. Makeenko, Wilson loops in 2D noncommutative Euclidean gauge theory, 1. Perturbative expansion, JHEP 07 (2004) 044 hep-th/0406187;
A. Bassetto, G. De Pol, A. Torrielli and F. Vian, On the invariance under area preserving diffeomorphisms of noncommutative Yang-Mills theory in two dimensions, JHEP 05 (2005) 061 hep-th/0503175;
M. Cirafici, L. Griguolo, D. Seminara and R.J. Szabo, Morita duality and noncommutative Wilson loops in two dimensions, JHEP 10 (2005) 030 hep-th/0506016;
H. Aoki, J. Nishimura and Y. Susaki, The index theorem in gauge theory on a discretized 2D non-commutative torus, hep-th/0602078; Suppression of topologically nontrivial sectors in gauge theory on 2D non-commutative geometry, hep-th/0604093.
[12] L. Griguolo and D. Seminara, Classical solutions of the TEK model and noncommutative instantons in two dimensions, JHEP 03 (2004) 068 hep-th/0311041.
[13] S.S. Gubser and S.L. Sondhi, Phase structure of non-commutative scalar field theories, Nucl. Phys. B 605 (2001) 395 hep-th/0006119.
[14] P. Castorina and D. Zappalà, Nonuniform symmetry breaking in noncommutative $\lambda \phi^{4}$ theory, Phys. Rev. D 68 (2003) 065008 hep-th/0303030.
[15] G.-H. Chen and Y.-S. Wu, Renormalization group equations and the Lifshitz point in noncommutative Landau-Ginsburg theory, Nucl. Phys. B 622 (2002) 189 hep-th/0110134.
[16] W. Bietenholz, F. Hofheinz and J. Nishimura, Simulating non-commutative field theory, Nucl. Phys. 119 (Proc. Suppl.) (2003) 941 hep-lat/0209021]; Non-commutative field theories beyond perturbation theory, Fortschr. Phys. 51 (2003) 745 hep-th/0212258; Numerical results on the non-commutative $\lambda \phi^{4}$ model, Nucl. Phys. 129 (Proc. Suppl.) (2004) 865 hep-th/0309182; ; The non-commutative $\lambda \phi^{4}$ model, Acta Phys. Polon. B34 (2003) 4711 hep-th/0309216;
F. Hofheinz, Field theory on a non-commutative plane: a non-perturbative study, Fortschr. Phys. 52 (2004) 391 hep-th/0403117.
[17] J. Ambjørn and S. Catterall, Stripes from (noncommutative) stars, Phys. Lett. B 549 (2002) 253 hep-lat/0209106.
[18] X. Martin, A matrix phase for the $\phi^{4}$ scalar field on the fuzzy sphere, JHEP 04 (2004) 077 hep-th/0402230.
[19] W. Bietenholz, F. Hofheinz and J. Nishimura, Phase diagram and dispersion relation of the non-commutative $\lambda \phi^{4}$ model in $d=3$, JHEP 06 (2004) 042 hep-th/0404020.
[20] J. Medina, W. Bietenholz, F. Hofheinz and D. O'Connor, Field theory simulations on a fuzzy sphere: an alternative to the lattice, PoS LAT2005 (2006) 263 hep-lat/0509162.
[21] H. Steinacker, A non-perturbative approach to non-commutative scalar field theory, JHEP 03 (2005) 075 hep-th/0501174.
[22] M. Hayakawa, Perturbative analysis on infrared aspects of noncommutative QED on $R^{4}$, Phys. Lett. B 478 (2000) 394 hep-th/9912094.
[23] A. Matusis, L. Susskind and N. Toumbas, The IR/UV connection in the non-commutative gauge theories, JHEP 12 (2000) 002 hep-th/0002075.
[24] K. Landsteiner, E. Lopez and M.H.G. Tytgat, Excitations in hot non-commutative theories, JHEP 09 (2000) 027 hep-th/0006210;
K. Landsteiner, E. Lopez and M.H.G. Tytgat, Instability of non-commutative SYM theories at finite temperature, JHEP 06 (2001) 055 hep-th/0104133.
[25] C.P. Martin and F. Ruiz Ruiz, Paramagnetic dominance, the sign of the beta function and UV/IR mixing in non-commutative U(1), Nucl. Phys. B 597 (2001) 197 hep-th/0007131; F. Riuz Ruiz, Gauge-fixing independence of IR divergences in non-commutative U(1), perturbative tachyonic instabilities and supersymmetry, Phys. Lett. B 502 (2001) 274 hep-th/0012171.
[26] A. Bassetto, L. Griguolo, G. Nardelli and F. Vian, On the unitarity of quantum gauge theories on noncommutative spaces, JHEP 07 (2001) 008 hep-th/0105257.
[27] M. van Raamsdonk, The meaning of infrared singularities in noncommutative gauge theories, JHEP 11 (2001) 006 hep-th/0110093.
[28] A. Armoni and E. Lopez, UV/IR mixing via closed strings and tachyonic instabilities, Nucl. Phys. B 632 (2002) 240 hep-th/0110113.
[29] N. Ishibashi, S. Iso, H. Kawai and Y. Kitazawa, Wilson loops in noncommutative Yang-Mills, Nucl. Phys. B 573 (2000) 573 hep-th/9910004;
S.-J. Rey and R. von Unge, S-duality, noncritical open string and noncommutative gauge theory, Phys. Lett. B 499 (2001) 215 hep-th/0007089;
S.R. Das and S.-J. Rey, Open Wilson lines in noncommutative gauge theory and tomography of holographic dual supergravity, Nucl. Phys. B 590 (2000) 453 [hep-th/0008042].
[30] Z. Guralnik, R.C. Helling, K. Landsteiner and E. Lopez, Perturbative instabilities on the non-commutative torus, Morita duality and twisted boundary conditions, JHEP 05 (2002) 025 hep-th/0204037.
[31] A. Sen, Tachyon condensation on the brane antibrane system, JHEP 08 (1998) 012 hep-th/9805170;
A. Sen and B. Zwiebach, Tachyon condensation in string field theory, JHEP 03 (2000) 002 hep-th/9912249.
[32] F.T. Brandt, J. Frenkel and C. Muramoto, On the free energy of noncommutative quantum electrodynamics at high temperature, Nucl. Phys. B 754 (2006) 146 hep-th/0605240.
[33] N. Seiberg, A note on background independence in noncommutative gauge theories, matrix model and tachyon condensation, JHEP 09 (2000) 003 hep-th/0008013.
[34] J. Volkholz, W. Bietenholz, J. Nishimura and Y. Susaki, The scaling of QED in a non-commutative space-time, PoS LAT2005 (2006) 264 hep-lat/0509146;
W. Bietenholz et al., Numerical results for U(1) gauge theory on 2d and $4 d$ non-commutative spaces, Fortschr. Phys. 53 (2005) 418 hep-th/0501147;
W. Bietenholz, F. Hofheinz, J. Nishimura, Y. Susaki and J. Volkholz, First simulation results for the photon in a non-commutative space, Nucl. Phys. 140 (Proc. Suppl.) (2005) 772 hep-lat/0409059.
[35] N. Seiberg, L. Susskind and N. Toumbas, Space/time non-commutativity and causality, JHEP 06 (2000) 044 hep-th/0005015;
H. Bozkaya et al., Space/time noncommutative field theories and causality, Eur. Phys. J. $\mathbf{G}$ 29 (2003) 133 hep-th/0209253.
[36] O. Aharony, J. Gomis and T. Mehen, On theories with light-like noncommutativity, JHEP 09 (2000) 023 hep-th/0006236;
D. Bahns, S. Doplicher, K. Fredenhagen and G. Piacitelli, On the unitarity problem in space/time noncommutative theories, Phys. Lett. B 533 (2002) 178 hep-th/0201222;
C.-H. Rim and J.H. Yee, Unitarity in space-time noncommutative field theories, Phys. Lett. B 574 (2003) 111 hep-th/0205193.
[37] A.H. Fatollahi and A. Jafari, On the bound states of photons in noncommutative quantum electrodynamics, Eur. Phys. J. C 46 (2006) 235 hep-th/0503078.
[38] H. Liu and J. Michelson, *-Trek: the one-loop $N=4$ noncommutative SYM action, Nucl. Phys. B 614 (2001) 279 hep-th/0008205; *-Trek II: $*_{n}$ operations, open Wilson lines and the Seiberg-Witten map, Nucl. Phys. B 614 (2001) 305 hep-th/0011125.
[39] Y. Kiem, S.-J. Rey, H.-T. Sato and J.-T. Yee, Open Wilson lines and generalized star product in nocommutative scalar field theories, Phys. Rev. D 65 (2002) 026002 hep-th/0106121; Anatomy of one-loop effective action in noncommutative scalar field theories, Eur. Phys. J. C 22 (2002) 757 hep-th/0107106]; Open Wilson lines as closed strings in noncommutative field theories, Eur. Phys. J. C 22 (2002) 781; Anatomy of two-loop effective action in noncommutative field theories, Nucl. Phys. B 641 (2002) 256 hep-th/0110066; Interacting open Wilson lines in noncommutative field theories, Phys. Rev. D 65 (2002) 046003 hep-th/0110215;
S.-J. Rey, Exact answers to approximate questions: noncommutative dipoles, open Wilson lines and UV-IR duality, hep-th/0207108.
[40] J. Nishimura and M.A. Vazquez-Mozo, Noncommutative chiral gauge theories on the lattice with manifest star-gauge invariance, JHEP 08 (2001) 033 hep-th/0107110.
[41] G. 't Hooft, A property of electric and magnetic flux in nonabelian gauge theories, Nucl. Phys. B 153 (1979) 141.
[42] T. Eguchi and H. Kawai, Reduction of dynamical degrees of freedom in the large $N$ gauge theory, Phys. Rev. Lett. 48 (1982) 1063.
[43] G. 't Hooft, A planar diagram theory for strong interactions, Nucl. Phys. B 72 (1974) 461.
[44] W. Bietenholz, F. Hofheinz and J. Nishimura, On the relation between non-commutative field theories at $\theta=\infty$ and large $N$ matrix field theories, JHEP 05 (2004) 047 (hep-th/0404179].
[45] R. Narayanan and H. Neuberger, Large $N$ reduction in continuum, Phys. Rev. Lett. 91 (2003) 081601 hep-lat/0303023;
J. Kiskis, R. Narayanan and H. Neuberger, Proposal for the numerical solution of planar QCD, Phys. Rev. D 66 (2002) 025019 hep-lat/0203005; Does the crossover from perturbative to nonperturbative physics in $Q C D$ become a phase transition at infinite N?, Phys. Lett. B 574 (2003) 65 hep-lat/0308033.
[46] M. Hanada, H. Kawai, T. Kanai and F. Kubo, Phase structure of the large $N$ reduced gauge theory and generalized Weingarten model, Prog. Theor. Phys. 115 (2006) 1167 hep-th/0604065.
[47] T. Ishikawa and M. Okawa, talk given by T. Ishikawa at the Annual Meeting of Japan Physics Society, Sendai, Japan, March 2003.
[48] G. Bhanot, U.M. Heller and H. Neuberger, The quenched Eguchi-Kawai model, Phys. Lett. B 113 (1982) 47.
[49] D.J. Gross and Y. Kitazawa, A quenched momentum prescription for large- $N$ theories, Nucl. Phys. B 206 (1982) 440.
[50] N. Kawahara and J. Nishimura, The large $N$ reduction in matrix quantum mechanics: a bridge between BFSS and IKKT, JHEP 09 (2005) 040 hep-th/0505178.
[51] T. Banks, W. Fischler, S.H. Shenker and L. Susskind, M theory as a matrix model: a conjecture, Phys. Rev. D 55 (1997) 5112 hep-th/9610043.
[52] R. Narayanan and H. Neuberger, Chiral symmetry breaking at large $N_{c}$, Nucl. Phys. B 696 (2004) 107 hep-lat/0405025;
R. Narayanan and H. Neuberger, The quark mass dependence of the pion mass at infinite $N$, Phys. Lett. B 616 (2005) 76 hep-lat/0503033;
T.D. Cohen, Large $N_{c}$ continuum reduction and the thermodynamics of $Q C D$, Phys. Rev. Lett. 93 (2004) 201601 hep-ph/0407306.
[53] D.J. Gross and E. Witten, Possible third-order phase transition in the large $N$ lattice gauge theory, Phys. Rev. D 21 (1980) 446.
[54] T. Konagaya and J. Nishimura, Planar dominance in non-commutative field theories at infinite external momentum, Prog. Theor. Phys. 115 (2006) 217 hep-th/0509229.
[55] M. Creutz, Phase transition in $\mathrm{SU}(5)$ lattice gauge theory, Phys. Rev. Lett. 46 (1981) 1441.
[56] J. Nishimura, On existence of nontrivial fixed points in large $N$ gauge theory in more than four dimensions, Mod. Phys. Lett. A 11 (1996) 3049 hep-lat/9608119.
[57] T. Konagaya and J. Nishimura, in preparation.
[58] T. Azuma, S. Bal, K. Nagao and J. Nishimura, Nonperturbative studies of fuzzy spheres in a matrix model with the Chern-Simons term, JHEP 05 (2004) 005 hep-th/0401038;
Dynamical aspects of the fuzzy $C P^{2}$ in the large $N$ reduced model with a cubic term, JHEP 05 (2006) 061 hep-th/0405277); Perturbative versus nonperturbative dynamics of the fuzzy $S^{2} \times S^{2}$, JHEP 09 (2005) 047 hep-th/0506205.
[59] H. Steinacker, Quantized gauge theory on the fuzzy sphere as random matrix model, Nucl. Phys. B 679 (2004) 66 hep-th/0307075;
P. Castro-Villarreal, R. Delgadillo-Blando and B. Ydri, A gauge-invariant UV-IR mixing and the corresponding phase transition for $U(1)$ fields on the fuzzy sphere, Nucl. Phys. B 704 (2005) 111 hep-th/0405201;
H. Grosse and H. Steinacker, Finite gauge theory on fuzzy CP ${ }^{2}$, Nucl. Phys. B 707 (2005) 145 hep-th/0407089;
W. Behr, F. Meyer and H. Steinacker, Gauge theory on fuzzy $S^{2} \times S^{2}$ and regularization on noncommutative $R^{4}$, JHEP 07 (2005) 040 hep-th/0503041;
P. Castro-Villarreal, R. Delgadillo-Blando and B. Ydri, Quantum effective potential for $U(1)$ fields on $S_{L}^{2} \times S_{L}^{2}$, JHEP 09 (2005) 066 hep-th/0506044;
D. O'Connor and B. Ydri, Monte Carlo simulation of a NC gauge theory on the fuzzy sphere, hep-lat/0606013;
B. Ydri, The one-plaquette model limit of NC gauge theory in 2D, hep-th/0606206.
[60] P. Aschieri, J. Madore, P. Manousselis and G. Zoupanos, Dimensional reduction over fuzzy coset spaces, JHEP 04 (2004) 034 hep-th/0310072]; Unified theories from fuzzy extra dimensions, Fortschr. Phys. 52 (2004) 718 hep-th/0401200; Renormalizable theories from fuzzy higher dimensions, hep-th/0503039;
P. Aschieri, T. Grammatikopoulos, H. Steinacker and G. Zoupanos, Dynamical generation of fuzzy extra dimensions, dimensional reduction and symmetry breaking, hep-th/0606021.
[61] J. Nishimura and F. Sugino, Dynamical generation of four-dimensional space-time in the IIB matrix model, JHEP 05 (2002) 001 hep-th/0111102;
H. Kawai, S. Kawamoto, T. Kuroki, T. Matsuo and S. Shinohara, Mean field approximation of IIB matrix model and emergence of four dimensional space-time, Nucl. Phys. B 647 (2002) 153 hep-th/0204240;
H. Kawai, S. Kawamoto, T. Kuroki and S. Shinohara, Improved perturbation theory and four-dimensional space-time in IIB matrix model, Prog. Theor. Phys. 109 (2003) 115 hep-th/0211272;
T. Aoyama, H. Kawai and Y. Shibusa, Stability of 4-dimensional space-time from IIB matrix model via improved mean field approximation, Prog. Theor. Phys. 115 (2006) 1179 hep-th/0602244;
T. Aoyama and H. Kawai, Higher order terms of improved mean field approximation for IIB matrix model and emergence of four-dimensional space-time, hep-th/0603146;
T. Aoyama and Y. Shibusa, Improved perturbation method and its application to the IIB matrix model, Nucl. Phys. B 754 (2006) 48 hep-th/0604211.
[62] H. Aoki, S. Iso, H. Kawai, Y. Kitazawa and T. Tada, Space-time structures from IIB matrix model, Prog. Theor. Phys. 99 (1998) 713 hep-th/9802085;
J. Ambjørn, K.N. Anagnostopoulos, W. Bietenholz, T. Hotta and J. Nishimura, Monte Carlo studies of the IIB matrix model at large $N$, JHEP 07 (2000) 011 hep-th/0005147; Large $N$ dynamics of dimensionally reduced $4 D \mathrm{SU}(N)$ super Yang-Mills theory, JHEP 07 (2000) 013 hep-th/0003208;
J. Nishimura and G. Vernizzi, Spontaneous breakdown of Lorentz invariance in IIB matrix model, JHEP 04 (2000) 015 hep-th/0003223; Brane world generated dynamically from string type IIB matrices, Phys. Rev. Lett. 85 (2000) 4664 hep-th/0007022;
Z. Burda, B. Petersson and J. Tabaczek, Geometry of reduced supersymmetric $4 D$ Yang-Mills integrals, Nucl. Phys. B 602 (2001) 399 hep-lat/0012001;
J. Ambjørn, K.N. Anagnostopoulos, W. Bietenholz, F. Hofheinz and J. Nishimura, On the spontaneous breakdown of Lorentz symmetry in matrix models of superstrings, Phys. Rev. D 65 (2002) 086001 hep-th/0104260;
J. Nishimura, Exactly solvable matrix models for the dynamical generation of space-time in superstring theory, Phys. Rev. D 65 (2002) 105012 hep-th/0108070;
K.N. Anagnostopoulos and J. Nishimura, New approach to the complex-action problem and its application to a nonperturbative study of superstring theory, Phys. Rev. D 66 (2002) 106008 hep-th/0108041;
G. Vernizzi and J.F. Wheater, Rotational symmetry breaking in multi-matrix models, Phys. Rev. D 66 (2002) 085024 hep-th/0206226;
T. Imai, Y. Kitazawa, Y. Takayama and D. Tomino, Effective actions of matrix models on homogeneous spaces, Nucl. Phys. B 679 (2004) 143 hep-th/0307007;
J. Nishimura, Lattice superstring and noncommutative geometry, Nucl. Phys. 129 (Proc. Suppl.) (2004) 121 hep-lat/0310019;
T. Imai and Y. Takayama, Stability of fuzzy $S^{2} \times S^{2}$ geometry in IIB matrix model, Nucl. Phys. B 686 (2004) 248 hep-th/0312241;
J. Nishimura, T. Okubo and F. Sugino, Gaussian expansion analysis of a matrix model with the spontaneous breakdown of rotational symmetry, Prog. Theor. Phys. 114 (2005) 487 hep-th/0412194;
S. Bal, M. Hanada, H. Kawai and F. Kubo, Fuzzy torus in matrix model, Nucl. Phys. B 727 (2005) 196 hep-th/0412303;
Z. Burda, B. Petersson and M. Wattenberg, Semiclassical geometry of $4 D$ reduced supersymmetric Yang-Mills integrals, JHEP 03 (2005) 058 hep-th/0503032;
H. Kaneko, Y. Kitazawa and D. Tomino, Stability of fuzzy $S^{2} \times S^{2} \times S^{2}$ in IIB type matrix models, Nucl. Phys. B 725 (2005) 93 hep-th/0506033;
H. Kaneko, Y. Kitazawa and D. Tomino, Fuzzy spacetime with $\mathrm{SU}(3)$ isometry in IIB matrix model, Phys. Rev. D 73 (2006) 066001 hep-th/0510263.
[63] N. Ishibashi, H. Kawai, Y. Kitazawa and A. Tsuchiya, A large- $N$ reduced model as superstring, Nucl. Phys. B 498 (1997) 467 hep-th/9612115.
[64] K. Enqvist and P. Olesen, Ferromagnetic vacuum and galactic magnetic fields, Phys. Lett. B 329 (1994) 195 hep-ph/9402295;
A.O. Starinets, A.S. Vshivtsev and V.C. Zhukovsky, Color ferromagnetic state in $\mathrm{SU}(2)$ gauge theory at finite temperature, Phys. Lett. B 322 (1994) 403;
V. Skalozub and M. Bordag, Once more on a colour ferromagnetic vacuum state at finite temperature, Nucl. Phys. B 576 (2000) 430 hep-ph/9905302.
[65] Y. Hosotani, Spontaneous breakdown of the Lorentz invariance, Phys. Rev. D 51 (1995) 2022 hep-th/9402096;
D. Wesolowski and Y. Hosotani, Spontaneous magnetization in Lorentz invariant theories, Phys. Lett. B 354 (1995) 396 hep-th/9505113.
[66] G. Amelino-Camelia, J.R. Ellis, N.E. Mavromatos, D.V. Nanopoulos and S. Sarkar, Potential sensitivity of gamma-ray burster observations to wave dispersion in vacuo, Nature 393 (1998) 763 astro-ph/9712103;
J.R. Ellis, N.E. Mavromatos, D.V. Nanopoulos and A.S. Sakharov, Quantum-gravity analysis of gamma-ray bursts using wavelets, Astron. Astrophys. 402 (2003) 409 astro-ph/0210124; S.E. Boggs, C.B. Wunderer, K. Hurley and W. Coburn, Testing Lorentz non-invariance with GRB021206, Astrophys. J. 611 (2004) L77 astro-ph/0310307;
J.R. Ellis, N.E. Mavromatos, D.V. Nanopoulos, A.S. Sakharov and E.K.G. Sarkisyan, Robust limits on Lorentz violation from gamma-ray bursts, Astropart. Phys. 25 (2006) 402 astro-ph/0510172.
[67] HEGRA collaboration, F. Aharonian et al., TeV gamma rays from the blazar H 1426+428 and the diffuse extragalactic background radiation, astro-ph/0202072.
[68] N. Omodei, The GLAST mission, LAT and GRBS, AIP Conf. Proc. 836 (2006) 642 astro-ph/0603762.
[69] S.D. Biller et al., Limits to quantum gravity effects from observations of TeV flares in active galaxies, Phys. Rev. Lett. 83 (1999) 2108 gr-qc/9810044.
[70] K. Fabricius and O. Haan, Heat bath method for the twisted Eguchi-Kawai model, Phys. Lett. B 143 (1984) 459.
[71] M. Creutz, Monte Carlo study of quantized SU(2) gauge theory, Phys. Rev. D 21 (1980) 2308.
[72] N. Cabibbo and E. Marinari, A new method for updating $\mathrm{SU}(N)$ matrices in computer simulations of gauge theories, Phys. Lett. B 119 (1982) 387.


[^0]:    ${ }^{1}$ See refs. 11, 12 for related analytic works, including several attempts to actually solve this model.

[^1]:    ${ }^{2}$ At high tempertature (on the scale of the non-commutativity) the ring diagrams dominate. Their evaluation to all orders implies a critical temperature, above which the magnetic photon mass squared turns negative in the NC planes 32.
    ${ }^{3}$ This might be more than a plain analogy since the tachyonic instability of NC gauge theory has partial contribution from the closed string tachyon 28,33 .

[^2]:    ${ }^{4}$ It is also conjectured that NC photons form bound states analogous to glueballs in QCD 37.

[^3]:    ${ }^{5}$ Refs. 39 pointed out that the appearance of open Wilson lines in the effective action is a generic feature of field theories on NC geometry.

[^4]:    ${ }^{6}$ In the present case, this amounts to considering pure $\mathrm{U}(N)$ gauge theory on a $1 \times 1 \times L \times L$ lattice with the twisted boundary condition 41] for the 1,2 directions, and the periodic boundary condition for the 3,4 directions. The phase factor $\mathcal{Z}_{12}$ in the first term of (3.14) represents the twist.

[^5]:    ${ }^{7}$ It has been shown recently 46 that in the original (untwisted) Eguchi-Kawai model and in a more general model, the $U(1)^{4}$ symmetry breaking does not occur at once, but rather in a sequence $\mathrm{U}(1)^{4} \rightarrow \mathrm{U}(1)^{3} \rightarrow \mathrm{U}(1)^{2} \rightarrow \mathrm{U}(1) \rightarrow$ none. Such a partial breaking of $\mathrm{U}(1)^{4}$ symmetry was observed earlier in large $N$ gauge theories in a finite box 45 .

[^6]:    ${ }^{8}$ This $\mathrm{Z}_{2}$ grading of the open Wilson line operators should be regarded as an artifact of the lattice regularization 7].
    ${ }^{9}$ In principle, it could also be that the $\mathrm{U}(1)^{2}$ symmetry is broken down only to $\mathrm{U}(1)$. In that case $\left|P_{1}(n)\right|$ and $\left|P_{2}(n)\right|$ would be very different for each configuration, and taking the average over the two directions would not be legitimate. We observed that this is not the case.

[^7]:    ${ }^{10}$ A similar phase structure is obtained in the totally reduced model with the minimal twist 47. In that case, however, $\langle | P_{1}(n)| \rangle$ for odd $n$ also acquires a non-zero value. This is not so surprising since the argument based on the momentum spectrum (4.3) does not apply to the model with the minimal twist.

[^8]:    ${ }^{11}$ If we had discarded the constraint (3.12) and determined $a$ for each $N$ to optimize the scaling, we would have concluded that $\theta$ had to be fixed in order to obtain the scaling behavior. This follows from the fact that the scaling functions obtained for fixed $\theta$ have non-trivial $\theta$-dependence. That $\theta$ does not receive renormalization should therefore be considered as an observation rather than an input of our study.

[^9]:    ${ }^{12}$ We average over the $\mathrm{Z}_{2}$-ambiguity in fixing the angle.

[^10]:    ${ }^{13}$ In fact one can always multiply the lattice spacing $a$ by a $\theta$-dependent factor without affecting the scaling property. This ambiguity corresponds to the arbitrary choice of the $\Lambda$-parameter at each $\theta$. The assumption we adopted here corresponds to taking the $\Lambda$-parameter independent of $\theta$.

[^11]:    ${ }^{14}$ One can introduce a non-zero momentum component $p_{3}$ in the $x_{3}$ direction by inserting a phase factor $\mathrm{e}^{i p_{3} x_{3}}$ in the summation over $x_{3}$ in eq. (7.1). The dispersion relation (7.3) will then have a term $\left(p_{3}\right)^{2}$ on the right-hand side.

[^12]:    ${ }^{15}$ The fuzzy manifolds can be stabilized by adding a sufficiently large mass to the scalar field 59.
    ${ }^{16}$ As a closely related line of research, see refs. 60, which use fuzzy spheres for compactified dimensions.

[^13]:    ${ }^{17}$ For instance, if we used the heat-bath algorithm alone, det $V_{\mu}(z)$ would not change during the simulation. The Metropolis procedure would be unnecessary if the model (3.14) were an $\mathrm{SU}(N)$ gauge theory instead of $\mathrm{U}(N)$. The difference of $\mathrm{U}(N)$ and $\mathrm{SU}(N)$ is irrelevant in the planar limit, but not necessarily in the double scaling limit.

